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Computer-Mediated Communication Systems: Constraints and Interaction

Networks, as a theoretical perspective, analytical construct, methodological approach, and pragmatic concern, have been important to a wide variety of communication research concerns, including small groups (Shaw, 1978), R&D collaboration (Allen, 1977), organizational communication (Tushman, 1977), organizational structure and relations (Aldrich & Whetten, 1981; Tichy, 1981), and numerous other topics such as diffusion of innovations and national development (Rogers & Kincaid, 1981). The breadth and depth of network-oriented research in the communication sciences is too vast to even outline in a single chapter. Rather, this chapter limits its focus to one specific, but new and growing area of interest: the adoption, uses, and implications of computer-mediated communication (CMC) systems.

AUTHOR'S NOTE: Portions of the section "Aspects of Computer-Monitored Data" are adapted from Rice (1990a). I thank Stan Wasserman and Julie Billingsley for their helpful comments on an earlier draft of this chapter. The manuscript of this chapter was provided in 1991.
CMC systems bring together capabilities of both computers and telecommunication networks to facilitate the creating, structuring, processing, storing, retrieving, and exchanging of (perhaps multimedia) content among multiple users. CMC systems include electronic mail, computer conferencing, computer bulletin boards, facsimile, teletex and videotex, voice messaging, group decision support systems, and related media such as desktop videoconferencing and other "groupware" (see, among others, Galegher, Kraut, & Egido, 1990; Hiltz & Turoff, 1978; Johansen, Vallee, & Spangler, 1979; Kerr & Hiltz, 1982; Kiesler, 1986; Licklider & Vezza, 1978; Rice, 1980, 1987b; Rice & Associates, 1984; Vallee, 1984).

Designers, implementors, managers, and users of CMC systems may program the computer to structure communication processes (such as polling on-line groups or prioritizing and summarizing incoming content to reduce overload). CMC systems can reduce or alter some of the temporal, physical, and social constraints on communication. For example, at the place and time preferred, a user can send messages or documents and apply the computer's processing capabilities to create, store, format, and distribute; and a receiver may scan, read, print, forward, copy, edit, or delete the content. Other potential changes associated with CMC systems are consequences of the capabilities of telecommunication networks to connect diverse, often unacquainted users in different locations. For example, users can expand their networks by seeking out and sending messages to other individuals whom they may not know personally (such as through distribution lists or bulletin boards).

Because of the combination of computers and transmission networks, CMC systems have attributes that reduce some constraints, and impose others, on human and organizational communication (see Rice, 1987b). Potential changes in communication may reinforce traditional network patterns but may also foster new kinds of interaction, data, and processes, perhaps institutionalizing new organizational structures or changing the nature of interpersonal relations (Huber, 1984, 1990). Thus, because CMC systems are physical networks, they can be used to structure communication flow and content and they facilitate communication among networks of users, and because network analysis can raise our awareness of the multidirectionality of influence, network analysis is a theoretically and practically appropriate method for the study of the adoption, uses, and implications of CMC systems.

A Network Approach

This review emphasizes how network analysis approaches, data, and methods have been used to help answer ongoing research questions about CMC systems. The following review focuses on only a few central distinctions in CMC research that uses network analysis methods: (a) structurational phase, (b) time period, (c) unit of analysis, (d) conceptualization of structure, and (e) aspects of computer-monitored data. Table 7.1 describes the empirical studies reviewed here according to these five distinctions.

Structurational Phase

Primary among the distinctions that may be useful is the theoretical orientation toward the role of CMC systems. The simplest theoretical concern is often called the "technological imperative"—that is, does the CMC system "cause" certain outcomes? However, continual metatheoretical as well as practical concerns about how social and organizational change comes about have led not only to investigations of many different components of "technology" and "outcomes" but also to new questions about the primacy of technology as a causative agent, questions about the assumptions underlying studies of computing in general, and questions about whether causality can even be a defensible focus of research on human behavior (Burrell & Morgan, 1979; Kling, 1980). Thus any review of research on CMC systems in general, but in particular those that take a network perspective, must apply some simultaneously simplifying but also clarifying framework to identify these different underlying theoretical orientations (Rice, 1992).

Contractor and Eisenberg (1990) have attempted to integrate Giddens's (1984) structurational theory and Burt's (1982) structural theory of action to develop a useful initial framework for applying a network perspective to the study of CMC systems. Social and organizational networks not only constrain and influence how individuals adopt and use technologies such as CMC systems to accomplish goals, but the very appropriation of such systems, with their own objective and perceived constraints and capabilities, in turn constrains, influences, and perhaps changes individuals' goals, actions, and social relations. Orlikowski (1992) has more generally developed this approach to help understand the diversity of uses and consequences associated with organizational
informational systems. She argues that communication technologies present both opportunities for and limits to human choice, organizational design, and technology development and use. Thus we can identify three phases in which social networks and CMC systems may

Table 7.1 continued

<table>
<thead>
<tr>
<th>Authors</th>
<th>Phase</th>
<th>Data</th>
<th>Time</th>
<th>Unit</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hiltz (1986)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>Hiltz &amp; Turoff (1978)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>Holmes (1986)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Johansen, Vallee, &amp; Spangler (1979)</td>
<td>U</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Kiesler &amp; Sproull (1986)</td>
<td>U</td>
<td>I</td>
<td>C</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Killworth &amp; Bernard (1976)</td>
<td>U</td>
<td>M</td>
<td>C</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Lederc (1979)</td>
<td>U/I</td>
<td>—</td>
<td>L</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>Marks (1990a)</td>
<td>U</td>
<td>M</td>
<td>L</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>McKenney, Doherty, &amp; Sviokla (1986)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>P</td>
</tr>
<tr>
<td>Newell &amp; Clark (1990)</td>
<td>A</td>
<td>—</td>
<td>C</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>O’Keefe, Kernaghan, &amp; Rubenstein (1975)</td>
<td>A/U</td>
<td>—</td>
<td>L</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>Papa (1990)</td>
<td>U/I</td>
<td>—</td>
<td>L</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Quinn, Mehan, Levin, &amp; Black (1983)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Rice (1982)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>R/P</td>
</tr>
<tr>
<td>Rice (in press)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>E/N</td>
<td>R/P</td>
</tr>
<tr>
<td>Rice &amp; Aydin (1991)</td>
<td>I</td>
<td>—</td>
<td>C</td>
<td>N</td>
<td>R/P</td>
</tr>
<tr>
<td>Rice &amp; Barnett (1985)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>R/P</td>
</tr>
<tr>
<td>Rice &amp; Danowski (1993)</td>
<td>U</td>
<td>M</td>
<td>C</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Rice, Grant, Schmata, &amp; Torobin (1990)</td>
<td>A/I</td>
<td>—</td>
<td>L</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Rice &amp; Shock (1990)</td>
<td>U</td>
<td>M</td>
<td>C</td>
<td>N</td>
<td>R</td>
</tr>
<tr>
<td>Robey, Vavarek, &amp; Saunders (1990)</td>
<td>U/I</td>
<td>M</td>
<td>L</td>
<td>N</td>
<td>P</td>
</tr>
<tr>
<td>Safayeni, MacGregor, &amp; Lee (1987)</td>
<td>I</td>
<td>—</td>
<td>C</td>
<td>E</td>
<td>R</td>
</tr>
<tr>
<td>Walker (1985)</td>
<td>U/I</td>
<td>—</td>
<td>C</td>
<td>N</td>
<td>P</td>
</tr>
</tbody>
</table>

NOTE: Phase: A = adoption, U = use, J = institutionalization; data: M = monitored data, I = initiated data; time: C = cross-sectional, L = longitudinal; unit: E = ego network, N = full network; structure: R = relational, P = positional. Some publications include several studies; the listings reflect the most complex of the categories of any of the studies in that publication.

influence each other: (a) adoption, (b) use, and (c) institutionalization (or, as Rice, 1987b proposed, input, conversion, and output).

Within each phase, designers, researchers, theorists, implementors, and users may be interested in different variables and relationships as
well as different conceptions of the role of CMC systems, as, for example, outcomes of social processes, ongoing social processes, or influences on other social processes. Within the first phase, studies may be concerned with how variables such as potential adopters’ network position, the social system’s critical mass, or social information processing influence the adoption and use of CMC networks. Within the second phase, studies may be interested in how usage reflects communication constraints, the distribution, form, and content relations of usage, and the extent to which CMC networks complement ongoing (organizational) networks. Within the third phase, studies may focus on whether, and how, CMC networks influence outcomes, such as intra- or interorganizational networks, including scientific communication networks.

The fundamental point of this framework is that CMC systems are not independent, objective, asocial “technologies” that cause outcomes, but are products of, become embedded in, and reinstitutionalize ongoing social processes. Because few studies make explicit which of these assumptions underlie their analyses, it seems useful to organize such studies according to these three general structuration phases.

**Time Period**

Because the rationale for most CMC studies is to understand the adoption, implementation, or impacts of such systems in specific (typically organizational) contexts, longitudinal research designs would seem to be required. However, the bulk of CMC studies still use cross-sectional data, whether collected at one time period, or aggregated into one time period, due to constrained data collection, incomplete organizational access, inadequate conceptualization, or insufficient methodological training.

**Unit of Analysis**

The majority of network-oriented CMC studies collect and analyze data at the level of individual respondents (or “ego networks”). This perspective may be as simple as using estimates or actual counts of how many others or what categories of others one communicates with as individual-level variables. The crucial distinction here is that neither the raw data nor the summary indices are based on a link-list or matrix of interactions; the analysis is still focused solely on the individual’s personal network and cannot represent systemwide influences or structures. Alternatively, a study may take the perspective of the full network (such as all the members of a group or organizational unit or all the users of a CMC system). Typically such studies use responses to a questionnaire roster or computer-monitored who-to-whom message data. The analysis may proceed at the group level as well as use individual-level network indices.

**Conceptualization of Structure**

In the relational or cohesion view, the basis of structure is the extent to which actors interact directly and indirectly as they process resources and information (Rogers & Kincaid, 1981). The relational network model thus conceptualizes a “clique” as those who interact more with each other than with others, forming highly cohesive or dense subsets. In the positional view, individuals occupy the same “position,” or are equivalent, to the extent that they interact with the same, or similar, others, thus having similar roles or sets of obligations, status, and expectations (Burt, 1980; Lorrain & White, 1971). These positions are defined by the pattern of relationships, both present and absent, relative to all others in the social system (perhaps across multiple network relations). These two conceptualizations are quite general, and a wide variety of measures, levels of analysis, and network algorithms are associated with each (Rice & Richards, 1985), and these may be used in conjunction with other standard descriptive, bivariate, and multivariate analytical techniques. While there are many terms and varieties of relational and positional groupings, the following discussions will refer to relational groupings as “cliques” and positional groupings as “positions,” unless more specific terms are appropriate. The term group, or grouping, will be used as the general term indicating some set of actors, whether a clique or a position. The majority of CMC network studies to date apply the relational perspective, largely because of the inherent preference communication researchers have for operationalizing interaction as direct relationships and groups as cliques of dense interactions. However, more fundamentally, it is difficult to argue that conceptualizations of groupings of CMC users that include nonlinkage to others are of primary concern to the study of CMC contexts. Indeed, as Rice (1987a) argues, electronic networks may be substantially different than material-based networks precisely because of the ephemeral nature of the social space. One of the particularly intriguing aspects of CMC systems
is the ability to reduce precisely such status and gender cues (Rice, 1984), usually communicated by nonverbal cues (appearance, gender, race, age, office furnishings, and so on) that reinforce or establish roles, social differentiation, and thus network structure in the first place. Thus some of the underlying concerns to positional advocates—differences of social status and rank, and a closed social system with limited material resources—seem, so far, less relevant to an understanding of the flow of messages through a CMC system.

Aspects of Computer-Monitored Communication Data

Sources

An intriguing aspect of studying CMC systems is that they can be more or less unobtrusive components of the research design (Webb, Campbell, Schwartz, & Sechrest, 1966). The system may be programmed to monitor and collect, unobtrusively, communication usage or network data. A more obtrusive and reactive use of CMC systems is to initiate user activities or system structures that would not otherwise have occurred, collected by the computer for immediate feedback or later analysis, such as on-line questionnaires (Harasim, 1987; Hiltz, 1979; Schaefermeyer & Sewell, 1988) or on-line controlled experiments investigating effects of CMC in small groups (Finn, 1987; Hiltz, 1982; Hiltz & Turoff, 1978; Kiesler, Siegel, & McGuire, 1984; Rice, 1984).

Kinds

There are at least four categories of kinds of CMC data possible—extent of sampling, measures of usage, measure of network flow, and content.

A CMC system’s computer can be programmed to monitor a census or requested samples of usage. Samples may consist of selected users, time frames, sets of commands, or content (such as message headers with specific topics, or the full text of the messages). CMC network studies have analyzed censuses of interactions within one or more selected time frames (Danowski & Edison-Swift, 1985; Eveland & Bikson, 1987; Rice & Love, 1987; Robey, Vavarek, & Saunders, 1990) or from the entire time series of network data since the initiation of the system (Rice, 1982).

The computer supporting a CMC system may be programmed to collect various measures of usage, such as the number of times a user “logs on” to a system, the duration of sessions, specific messaging functions used (such as initiating a new message or replying to someone else’s message, copying or forwarding a message to someone else, sending a message to a distribution list), various sequences of commands, errors made, the time of certain interactions, or the percentage of day spent using the system (see Rice & Borgman, 1983; and Rice, 1990a, for reviews).

Network flow data collected by a CMC system are typically limited only by the number of users, the accuracy of accounting records, and memory limitations in the network analysis program. The raw data are links (indicators of messages) identified by the account number of the sender and receiver, length, initiation date, and, in some systems, the receipt date. Such data may be aggregated across categories of users, across specific individuals across time, and so on.

Analyses of full-text message content and network flows (whether collected in electronic form or printed transcripts) may be combined in a variety of ways to illuminate how users’ social structure both provides a context for meaning and is affected by the content exchanged within that structure. Message headers (such as the “Subject” field) or the computer-monitored transcripts, if stored in computer-readable form, may be automatically content-analyzed by computer programs (Weber, 1984). Analysis of content networks considers the number of similar words (e.g., "message" or "response") as a measure of the strength of the relationship between concepts. The weighted relationships between concepts can be network-analyzed to detect patterns of meaning communicated via the system over time (Danowski, 1989, 1988), such as through scaling and clustering the distances among the concepts, identifying equivalent positions of meanings, or describing links within and across concept cliques. Or, content networks of responses to open-ended survey questions or focus group comments can be compared with the respondents’ level or type of system usage (Rice & Danowski, 1993). Content-network comparison analyzes the relationships of the content of messages exchanged by users to the network of message flows among the users (Danowski & Edison-Swift, 1985). Content-network mapping analyzes the content communicated by system users according to its distribution among their cliques or positions (Rice & Love, 1987; Robey et al., 1990).
Accuracy and Validity

When self-reported relationships from each of two individuals disagree, it is typically impossible to disentangle measurement error (due to problems of recall, biased responses, questionnaire wording, and so on) from "true" asymmetries in the relation. However, computer-monitored network data represent the "true" (that is, accurately measure the behavioral component of) CMC messaging, so hypotheses involving reciprocity, asymmetry, transitivity, and so on can be explicitly separated and tested.

Such aspects of computer-monitored CMC data are significant in light of ongoing questions about self-report communication and network data. Self-reported measures of a wide range of behaviors—including responses to network questions about the number and intensity of linkages with other individuals—often disagree with comparable measures of observed (possibly "actual") behavior (Bernard, Killworth, Kronenfeld, & Sailer, 1984). Self-reported amount of system usage and interactions are not highly correlated with comparable computer-monitored measures (Bizot, Smith, & Hill, 1991; Killworth & Bernard, 1976; Rice & Shook, 1988), even when respondents are surveyed on-line within minutes of actual system use (Bernard, Killworth, & Sailer, 1982). For example, diary data significantly underestimate recorded frequency of communication as monitored by a PBX system (Higgins, McClean, & Conrath, 1985). Bikson and Eveland (1990) found that up to 24% of their sample reported use or nonuse of the CMC system that was discrepant with computer-monitored records.

Thus computer-monitored usage and network data are potentially more accurate than corresponding self-report data. However, monitored system usage or network data may represent a different aspect of human communication than does perceived usage, so they are not necessarily more valid. Results from several studies support this interpretation. Different demographic and information need variables differentially predict monitored usage versus self-report usage (Rice & Shook, 1988). The two data sources differentially predict perceived system benefits (see Rice, 1990a). Computerized but voluntary questionnaires tend to have similar response rates but higher response variance than written questionnaires (Sproull, 1986), produce less socially desirable responses to closed-ended questions and more disclosing responses to open-ended questions, exhibit greater completion rates and fewer item completion mistakes (Kiesler & Sproull, 1986), and attract a different subsample than equally accessible written questionnaires (Kiesler & Sproull, 1986; Newsted, 1985). However, Cormak (1990) found that computer-initiated collection of network data (via an on-line programmed unstructured Q-sort) had a somewhat higher test-retest reliability and more frequent imbalances and asymmetries than did self-report network data.

Indeed, there is no fundamental reason to expect actual CMC usage averaged over a considerable period to be highly correlated with the reported percentage of time spent using the system in an average workday or week (typical measures). Computer-monitored measures of numbers of messages sent or received, unless weighted by message length or importance of the content, are treated equally, yet much interpersonal communication is insignificant, routine, and less memorable, while in other cases a single sentence can be very memorable and have significant consequences. CMC data also only reflect CMC interactions; if one sends a message by CMC but receives a response by telephone, the CMC data may indicate that the initial message was never reciprocated. Thus CMC data strip away contextual and content-related cues, perhaps removing some of the underlying salience of communication events.

Computer-monitored usage and network data should be considered, then, as one addition to a broader, triangulation approach to understanding communication networks using a variety of channels, rather than as a superior replacement for self-report measures (Williams, Rice, & Rogers, 1988).

Privacy and Ethics

There are potential problems of privacy and ethics in collecting and analyzing data about users' communication behavior. Knowledge of the people with whom a respondent communicates may be a major invasion of privacy, because one's network can reveal patterns of information use and associations with specific other individuals or groups. In studies of communication technology networks that are explicitly experimental, public, or government sponsored, users typically sign consent forms or voluntarily share their communication (Rice, 1982). Other studies solve the problem by randomly reassigning identification codes to the data, so that the merged questionnaire and system data cannot be attributed to specific individuals, or by using only summary measures (Eveland & Bikson, 1987; Rice, Hughes, & Love, 1989). In private organizations, unfortunately, there are usually no human subjects review boards to scrutinize the use and collection of computer-monitored data.
Phase I: Networks and Adoption of CMC Systems

Does Network Position Affect Adoption and Use?

Before a system is available for adoption or use, of course, it must be designed, developed, and implemented in the adopting organization. Only a few studies of this aspect of the adoption phase take a network perspective. Walker (1985) combined nearly a score of network measures to show how network position predicted cognition about software development practices, and used multidimensional scaling to describe how office location corresponded with project team interaction. Pava (1983) used sociograms of project role relationships to show how informal coalitions dynamically develop around topics of contention and should be identified and used in managing the development and implementation process. Newell and Clark (1990), using simple self-reports of organization ego networks, found that British inventory and control system manufacturers were less innovative than comparable U.S. manufacturers, partially due to less communication and interaction with external organizations, conferences, and associations.

Most network-oriented implementation studies, however, focus on the individual users’ adoption and use stages, generally analyzing the influence of clique density or position occupancy.

O’Keefe, Kernaghan, and Rubenstein (1975) showed that greater internal cohesion within cliques of hospital researchers and clinicians positively influenced use of a medical information system during a 6-month period. Papa (1990) emphasized the importance of network factors as sources of information and role models whereby employees may learn how to increase their performance using an insurance information query system. He concluded that one’s self-reported network diversity, size, and amount of interaction (collected every day for 5 weeks after introduction of the system) all positively influenced work performance increases as well as the learning curve with which an employee reached a 10% higher performance level, once presystem performance was controlled for.

Anderson and Jay (1985) used blockmodeling to determine whether one’s position in a set of 24 physicians’ self-reported referral, consultation, discussion, and on-call coverage networks affected the extent to which physicians used (as measured by the system) a computer-based hospital information system (HIS). Membership in the four resulting positions (especially positions that were most central and multiplex) was positively associated with both adoption and use of the HIS, independent of physicians’ background and practice characteristics. Anderson, Jay, and Hackman (1983) regressed variables on the three dimensions produced by a smallest-space analysis of the same combined matrices, and found that the dimensions were best predicted by, respectively, high usage of the system, involvement in medical education, and involvement in professional activities. In a similar study, Anderson, Jay, Anderson, and Schweer (1987) predicted computer-monitored HIS usage based upon 30 physicians’ membership in structurally equivalent positions in the consultation network. Six positions emerged and were differentiated by physicians’ prominence, number of residents, and the lag between the hospital adoption and the physician’s first use. Social influence, as measured by the “normative values” of relationally close others (Burt, 1982), predicted time of adoption, use of system, attitude toward the system, and time since the organization adopted.

Does Critical Mass Influence Adoption and Use?

Markus (1990a), Rice (1982), and others have theorized that the value of any particular CMC system rises, and thus the relative cost of adoption decreases, as a “critical mass” of individuals begins to use the system. Because interaction among users provides the basis for this critical mass, associated propositions are most appropriately tested using network data. Rice, Grant, Schmitz, and Torobin (1990), using data from a small government agency, found that the single best predictor of an individual’s adoption of an electronic messaging system 9 months after implementation was the individual’s self-reported connectedness (relational out-degrees of the ego’s network) in the office communication network before implementation. At the industrial level of analysis, Gurbaxani (1990) used critical mass theory to develop a logistic model that nearly perfectly fit the over-time (1981-1988) adoption by U.S. universities of BITNET (a major academic CMC network; see also Schaefermeyer & Sewell, 1988).

Does Social Information Processing Affect CMC Use and Attitudes?

The social information processing model, developed in reaction to the failure of individual attributes or objective task measures to suffi-
ciently explain reactions to job designs, brought theories of social influence to the organizational setting (Salancik & Pfeffer, 1978). Recent followers of this theory argue that individual perceptions of ambiguous phenomena such as a new organizational CMC system are likely to be influenced by the opinions, information, and behaviors of salient others (Fulk, Steinfield, & Schmitz, 1990). Individual-level social information processing for each respondent may be operationalized as the result of first multiplying each other's attitude toward the system with the frequency of communication with the respondent, and then averaging that result over all the respondent's communicants. Group-level social information processing may be operationalized as simply the group's average attitude toward the system or, more generally, membership in different cliques or positions (Rice, 1993).

Empirical results are, so far, mixed. Rice and Aydin (1991) compared the influence of relationally proximate and structurally equivalent sources of social information processing at both the individual and the group levels of analysis. They found a weak individual-level positive influence on one's attitude toward a hospital information system only from those with whom one communicates directly, and a weak group-level negative influence from the mean of one's position, implying that social information based on direct communication produces some convergence in attitudes but that social information that includes others with whom one may have no communication as a member of one's position may lead to discrepant attitudes. Schmitz and Fulk (1991) showed that the attitudes of a respondent's supervisor and the five closest communication partners positively influenced the respondent's attitude toward a CMC system. Further, self-reported usage of the system by these significant others also predicted the respondent's self-reported usage. Using the same data, Fulk (1993) used measures from both emergent groupings (a respondent's five named others) and formal groupings (a respondent's coworkers) to show that social influences on respondents' technology-related attitudes and behavior were greater, and involved both internalization and compliance, when the respondents were highly attracted to their work groups.

But other studies fail to find a social information processing effect. Davis, Bagozzi, and Warshaw (1989) found that MBA students' attitudes toward a software package were not influenced by subjective peer norms. And Dykman (1986) found no influence of manager's use of a CMC system or availability of important communicating others on the relationship between respondents' system use and perceived satisfac-

tion with the system. In a study of a small government office (Rice et al., 1990), clique membership was identified by a relational network program and overlaid onto a multidimensional scaling of the raw frequency matrix. This visual portrayal clearly showed that adoption was pervasive in two cliques, but not in the third clique or among isolates. This indicated preliminary support for a group-level social information processing explanation of adoption. However, neither this group-level effect, nor individual-level social information processing, was a significant influence once critical mass was controlled for.

In addition to critical mass, another alternative explanation to the group-level effect of social information processing is that membership in different social worlds brings with it shared socialization processes and professional norms, and it is these that influence group members' attitudes toward an information system. Aydin and Rice (1991) conducted blockmodeling analysis on individuals' self-reported network relations that had been grouped into five hospital occupations (such as physicians and administrators). Mean attitudes did differ across these positions, generally ordered according to increasing distance from the administrators' position as portrayed on a multidimensional scaling of the positional relations. However, as only the physicians talked more to themselves than to any other position, the occupational membership effect could not be attributed to relationally based social information processing.

Summary

Network analysis perspectives, methods, and measures have helped us understand how social structure constrains and shapes actions of designer, implementers, innovators, and users of CMC systems. Greater clique density or centrality, and common clique or positional membership, seems to facilitate social constructions of reality and shared resources, leading to similar adoption and usage patterns. Critical mass appears to be an important influence on adoption and evaluation of CMC systems. And using network measures to test social information processing theory indicates that use of a CMC system and attitudes toward it by relationally proximate others has a slight effect on individual's attitudes and use. Yet results so far are mixed; we still need to test for other structural explanations, such as critical mass and professional identification. By bringing to bear measures and constructs of social structure, we can begin to see how simple notions of either autonomous technology or autonomous individuals are incomplete.
Phase II: Use of CMC System Networks

Are Communication Constraints Associated With CMC Usage Networks?

Several studies have analyzed the ability of CMC systems to overcome the communication constraint of physical distance as a prime explanation of network flows (Feldman, 1987; Rice, 1987b). Properties of the users’ context, such as physical proximity, may be tested for their influence on usage levels or CMC network relations. For example, in a study of two ad hoc task forces, Bikson and Eveland (1990) found that, while members of one task force without a CMC system exhibited a high (negative, as expected) association between a spatial distance network and their self-reported communication network, the task force with a CMC system exhibited generally little relationship, indicating that their use of the system removed the distance constraint. Users in a study by Bizot et al. (1991) sent 22% of their (computer-monitored) messages to others within the same work group, 19% within the same section, 20% within the same division, and 17% across divisions. However, employees of R&D organizations in a study by Eveland and Bikson (1987) sent 45% of all their (computer-monitored) messages to others in the immediate location, with declining percentages as the distance between the sender and receiver increased. Feldman (1987) found that CMC can facilitate the sharing of new information through organizational weak ties because it reduces the costs of signaling one’s interests and of finding other people with similar interests. Markus (1990a) developed a detailed theoretical argument about what kinds of resources and interests are needed to develop the necessary critical mass to support such widespread usage. These results indicate that, while the ability to cross major organizational and geographic boundaries is a motivation for system use, task interdependency may be a greater motivation, while access and cost issues also play influential roles.

Do On-Line Groups Show More Equal Participation and Reciprocity?

Text-based CMC systems may reduce the amount of social presence or information richness (nonverbal communication, social cues, equivocal information, or perception of the other user’s “closeness”) (Daft & Lengel, 1986; Short, Williams, & Christie, 1976) and other cues (such

as nonverbal, organizational, physical proximity, and status) in the content of the communication, thus limiting the applicability of CMC systems for more socioemotional communication activities. However, the reduction of these nonverbal and social cues may improve the equality of participation and access by those otherwise constrained in interpersonal communication (such as employees with lower organizational status, who have speech difficulties, or who are members of minority groups) (Rice, 1984). Simple cross-tabulation of on-line interactions among individuals generally indicates that, although asymmetry and differential participation still exist, participation is more equal than in face-to-face groups (Johansen et al., 1979).

In some instances, CMC systems can reinforce rather than reduce status differences. For example, while Robey et al. (1990) found some integration of occupational roles over time in an analysis of a semester’s worth of (computer-monitored) content and network transcripts from an on-line course for medical professionals, they did find strong patterns of asymmetric relationships that mirrored professional status hierarchies. Tests of hypothesized cross-categorical relationships indicated that physicians sent more messages to nurses than vice versa, while most teachers and physicians occupied a unique structural equivalence position because they received messages similarly from all others.

Harasim (1987), Hartman et al. (1991), Hiltz (1986), and Quinn, Mehan, Levin, and Black (1983) found, based on computer transcripts and system records, that on-line courses can foster more equal discussion relations among students than do traditional classrooms. Based on self-reported ego-network data in one study, teachers also communicated more with less able students in on-line course sections, and the less able students themselves communicated more with other students, than in comparable face-to-face courses (Hartman et al., 1991). Further, student-student interactions in the on-line class at the end of the semester were not associated with interactions reported early in the semester, while they were for the traditional sections, indicating that the CMC system helped develop interaction patterns.

Another implication of the reduction of status and other cues is that the content of the information and the level of reciprocity among users may become predominant criteria for the development and maintenance of communication roles, rather than set more obvious social factors such as organizational hierarchy, material resources, or ability to dominate a meeting. Rice (1982) tested various log-linear models (proposed by Marsden, 1981) of the within- and across-group computer-monitored
messaging among 800 users in 10 groups over 24 monthly time periods and found that a model of "strict reciprocity" (different pairs of groups communicate reciprocally, while within-group preferences are similar across groups) became the best-fitting model after the first 4 months or so. As predicted, groups that occupied positions that could not sustain above-average sending (transmitters) or above-average receiving (receivers) or both (carriers)—primarily task-oriented groups that were necessarily focused on within-group communication—quickly became isolates within the system.

Are Discourse Networks Different in CMC?

The ability to capture the content of CMC messaging allows for analyses of differences in network patterns and in how and what they communicate.

Several studies have examined the propositions of social presence and information richness theories noted above. Rice and Love (1987) analyzed the network flows and content from 6 weeks' worth of transcripts printed out from a public computer bulletin board used by physicians and nurses. First, clique members and isolates were identified. Then their messages were categorized into socioemotional or task-oriented content by means of Bales’s Interaction Process Analysis (Bales, 1950). Users who sent more messages sent more overall socioemotional content, but there were few differences in socioemotional content of messages sent by clique members as compared with those sent by isolates. Thus, even if CMC systems do suppress socioemotional content (although the study also found that about 30% of the content was, indeed, socioemotional in nature), such content is not always necessary to maintain on-line groups. Finholt, Sproull, and Kiesler (1990) found that, based on a longitudinal study using observational, self-report, and computer-monitored data from seven ad hoc programming task groups, CMC communication involved more discussion of scheduling, task assignment, and socioemotional topics, while face-to-face communication involved more consensus building and problem solving. Robey et al. (1990) showed that content of messages exchanged over a computer conference was significantly related to users' occupational status relations. For example, higher status users (physicians) sent more opinions, information, and requests for opinions to those lower in status (nurses). Bizot et al. (1991) reported that over 90% of the (computer-monitored) messages sent in an organizational CMC were clearly related to the business of the organization, reflecting a strong administration policy against social uses of the system (perhaps based on some narrow sense of "productivity" criteria for using new organizational media). Note that this is a clear instance of explicit institutionalization by a formal organizational policy rather than "caused" by the characteristics of the technology.

Removing the constraint of linear sequencing of communications inherent in most traditional communication interactions may also give rise to new forms and problems of communication. Quinn et al. (1983) showed that relationships among content categories in on-line class discussions were less linear. That is, comments did not necessarily follow in sequential response to a single prior comment (such as a teacher's question) but rather often referred to prior comments in a different order than they were sent or to multiple prior comments by other students. Further, they involved more even distribution of procedural discussions than in face-to-face classrooms. Black, Levin, Mehan, and Quinn (1983), Quinn et al. (1983), and Holmes (1986) have analyzed content networks in the form of "multiple threads of conversation" revealed in the computer-monitored transcripts of CMC portions of university courses. Here, the "node" is the comment or message, and the relationships are the references among the posted messages. These relationships are displayed graphically and analyzed much like transcripts of spoken conversations by conversation analysts or linguists. Multiple threads occur because CMC comments may be responses to an item added several entries ago but just recently read by the particular respondent, a response to multiple previous topics, or conditional comments that reduce the effect of having to wait for a response to a particular question before being able to provide some information or make a decision. Such threads are quite unlike the sequential response relationships in face-to-face or written communication. They may be conceptualized as multiplex, nonhierarchical content links. Black et al. (1983) conclude that "the structure of discourse is not fixed, but rather the product of participant interaction and properties of the medium through which dialog is pursued" (p. 75).

Finally, network analysis of comments about a CMC system may provide insights not available through traditional content analysis, which can provide frequency counts of various themes but cannot reveal patterns of word associations. Rice and Danowski (1993), for example, showed that the set of people who used a voice mail system more for messaging (processing communications across individuals and groups)
than for answering (traditional store-and-forward of messages when someone does not answer their telephone) used somewhat different clusters of words (such as "improve communication," "access others on the system," and "group distribution").

**Does CMC Complement Organizational Networks?**

Eveland and Bikson (1987) analyzed patterns of 69,000 computer-monitored messages sent among 800 users in an R&D organization over a period of nearly 2 years. They took a relational, group-level approach to answering the question of whether the system supported project-related communication. Analyses of 100 samples from users showed that there were no differences in usage levels across departments, programs, or professional categories. Three quarters of the messages crossed departmental boundaries, indicating high cooperation among research disciplines within broad organizational functions, while only 40% of the messages crossed specific research project boundaries. The communication structures within and across research projects were generally not clustered, as were departmental network relations, according to smallest-space analysis of the message flows. Thus using electronic mail allowed individuals in different departments to work collaboratively on R&D projects. Bizot et al. (1991) found similar results. They collected 3 days' worth of messaging (on a commercial integrated messaging and document system, PROFS) and asked each respondent to answer a questionnaire and to comment on the messaging log in an anonymous manner. In this traditionally hierarchical R&D organization, 83% of all messages were sent within a division, and 93% of messages were sent to a recipient either one job type above or below the sender, indicating little circumventing of the traditional organizational structure.

In a different approach to this question, Rice and Shook (1990) used the quadratic assignment procedure (Hubert & Schultz, 1976) to show that the network of status relationships among job levels was associated with the patterns of use of different communication media by respondents in four organizations. While, in each organization, pattern of attendance in meetings was the best predictor of job level, in one organization the second best predictor was use of its CMC system. Thus, clearly, CMC usage can complement preexisting organizational structure.

But this does not mean simply mirroring prior communication networks. Rice (1994) found that initially the network of email communications among members of an R&D organization were strongly correlated with work and social networks, but, over time, it diverged from those as well as from formal mentor-intern relations. Gutek (1982) developed a unique research design to identify influences of an integrated information/communication system on attitudes and interactions of a single secretary-manager dyad, using multiple surveys and observations over 20 months during preimplementation, stable (computer-monitored) usage, and after removal of the system. Attitudes were most positive during the stable usage phase, but the system had little impact on secretary-managerial interactions or the reasons for those interactions.

Some studies have related performance both to use of email networks and to the extent to which those networks complement other organizational networks. Finholt et al. (1990) used simple cross-tabulations of computer-monitored messaging among groups of student programmers using a CMC over four time periods. They found that high-performing groups exchanged greater-than-expected individual messages with other high-performing groups and sent greater-than-expected broadcast messages to all groups. Further, messaging between managers and nonmanagers was greater than expected. The authors interpreted these patterns as supporting spoke and hublike functional CMC patterns in the groups, which lead to higher performance. Rice's (1994) study of mentors and interns in an R&D organization showed that, while simple amount of messaging, or even email network centrality, were not much associated with evaluations of the interns' performance several months later, general work communication and the interns' location within the email network were negatively associated with performance! Rice suggested that overparticipation in early email cliques narrows interns' research focus, encourages the clustering of low performers, and limits interns from associating with wider organizational networks, such as with other mentors.

These results may be less likely to hold for groups with no prior history or that are not embedded in organizational structures, and when other communication channels are not constrained. For example, Markus (1990b) studied four field-study groups that had access to CMC systems as well as participating in weekly face-to-face meetings, showing that level and type of usage varied considerably within and across groups. CMC network data as well as observations and self-reports showed that social contexts help explain CMC communication structures—including one group using the system primarily so that two antagonistic members would not have to meet face-to-face!
Summary

An important technological characteristic of CMC systems is that they can overcome spatial and temporal constraints. Yet CMC communication patterns in ongoing organizations continue to reflect some of the physical distance relationships, which probably reflect task and resource interdependencies. Another important characteristic is reduced social and nonverbal cues, which theoretically can reduce status differences and domination based on appearance, oral skills, and so on. This is often reflected in more equal participation, more reciprocal communication, and less sequential or linear comments, although CMC systems may still be used to reinforce salient status differences. Further, the reduced social cues do not seem to prevent communication of socioemotional content, and CMC groups do not necessarily exchange more of such content than do CMC isolates. CMC may be used to overcome traditional organizational boundary constraints (such as departments, manager/subordinate relations, headquarters/branch separation), especially in project-related activities and collaborative work. Yet CMC may also reflect an organization's traditional hierarchy if organizational policy demands this.

Phase III: CMC Systems and Institutionalization of Networks

Does Critical Mass Affect CMC Use and Outcomes?

In accord with Markus's (1990a) propositions, Rice et al. (1990) found that the best predictor of some communication-related outcomes was the extent to which an individual communicated with others who had also adopted the system, after implementation of the system, even when social information processing variables were controlled for. That is, "critical mass" seems a theoretically and empirically important construct, in which ongoing network structures influence individuals' CMC usage networks.

Does CMC Change Intraorganizational Networks and Structure?

Organizational structure is central to a wide variety of concerns of organizational communication theorists, such as employee innovative-
middle-level manager. His content analysis showed that messages sent upward in the hierarchy were more restricted in function (mostly involving exchange of information); functional categories were more evenly distributed among peer messages; and subordinates were more likely to "sign" their mail than were superiors, indicating that "an electronic paralanguage reflects, reinforces and recontextualizes the organizational structural hierarchy" (p. 50). Such studies lead to the inference that there may be subtle, but not extensive, changes in preexisting organizational networks due to CMC use.

However, other studies find considerable evidence for changes in organizational networks, especially for novel situations or new groups, as the actors institutionalize the altered relationships due to new organizational technologies. Danowski and Edison-Swift (1985) analyzed monitored CMC system usage and content data before, during, and after an administrative crisis experienced by a number of offices in a statewide county extension service, using a relational approach to group-level networks. Relational analysis of the words in the CMC messages showed that crises galvanized the interorganizational network into shared but temporary concern. The structure of the content networks was influenced by the introduction of new communication messages, sent in the prior month, relating to the budgetary source of the crisis. Relational network patterns among users seemed to be more robust, adaptive, or enduring than relationships among communication content during the crisis. Indeed, the issue of how CMC and information systems may facilitate crisis management has only recently received much attention (Rice, 1990b).

Feldman (1987) argued that, because the asynchronous nature of CMC makes it unnecessary for people to communicate at the same time, and because the development of distribution lists makes it easy to define groups of people with common interests and then signal one’s own interests and share information with all members of that group simultaneously, the costs of interacting through weak ties are greatly reduced. Her study of the content of messages sent to or from 96 users indicated that 60% of the messages would not have been sent without the CMC system. This percentage is higher for people who did not know one another, who did not communicate other than by CMC, who were spatially or organizationally distant, and who used distribution lists. Feldman also argues that such weak tie messages aid in organizational socialization, shared interpretations, and solving problems.

Burkhardt and Brass (1990) explored the notion of institutionalization using a longitudinal relational approach, analyzing both ego and system networks. They found that, over time, employees in general, but early adopters in particular, increased their power and relational network centrality as they used a new nutrient data analysis and dissemination system. Because individuals’ initial power (as rated by other members of the network) and network centrality had no influence on level of adoption, the authors concluded that the system did not reinforce, but changed, preexisting structure and power differences. Multi-dimensional scaling of the self-reported interaction networks reinforced these results, showing that the network became more centralized overall, but adopters became even more central. Finally, structural equivalence among the actors was significantly correlated with their relative adoption times only at the fourth and final time period, indicating that adoption similarity influenced structural similarity. That is, individuals adjusted their patterns of interaction to learn from those adopt at using the new technology. Burkhardt (1991) extended this analysis by investigating the extent to which the new system altered social dynamics, which in turn provided opportunities for the users to create shared interpretations of the system, thus reinstitutionalizing the social structure. Results showed that two relational matrices—(a) path distances based upon the self-reported binary relations among network members and (b) self-reported interactions with powerful others—were associated with a computer efficacy similarity matrix, especially for those with high values on a self-monitoring scale. The matrix of users’ structural equivalence was also associated with both (a) a matrix of similarity of users’ attitudes toward the computer and (b) a matrix of similarity of computer use, especially for those with low values on the self-monitoring scale. Thus those who were less aware of their own behaviors and attitudes apparently were more influenced by the usage and attitudes of structurally equivalent others.

Eveland and Bikson (1988) and Bikson and Eveland (1990) found strong evidence that CMC systems can influence the development and maintenance of both task and social networks among groups that had not interacted before as opposed to ongoing organizational groups. They provided CMC access to one of two task forces consisting of randomly assigned retirees and soon-to-retire employees. The supported task force exhibited fluctuating leadership patterns over three time periods, greater communication in all channels, greater connected-
ness in (self-reported) network structure, less centralization over time, more multiplex subcommittee relations and thus less clustering according to task force subgroups, continued (computer-monitored) on-line communication after the report was completed, and considerable (computer-monitored) messaging across the task subgroups. Foster and Flynn (1984) also found evidence of changes in organizational form, roles, and relationships in one company that implemented a computing and communication system. While they used a narrative case study rather than network methods, their results indicated that the system facilitated both social and task contacts, a shift from primarily vertical to lateral communications, the development of a less structured on-line structure that complemented the formal, protocol-driven hierarchy, and an increase in shared responsibilities for overall task completion. Leduc (1979) found a similar shift from vertical superior-subordinate interactions to more interconnection among and across roles after the implementation of a CMC system.

Finally, the implementation of CMC networks raises the possibility of institutionalizing perceived, rather than actual, networks. Hayne, Rice, and Licker (1994) analyzed the use of anonymous commenting in a group support system (GSS) by seven work groups from four organizations to see if participants could identify the authors of the anonymous comments. They found that participants were willing and able to make attributions but that these attributions were extremely inaccurate. Lower inaccuracy was associated in two of the seven groups with greater total prior communication, greater prior network betweenness centrality, and greater prior pairwise communication. These results suggest that the use of GSS anonymity features does not mean than users are not making attributions and, worse, that these attributions are probably inaccurate, creating biases and false evaluations that cannot be countered by the other participants. Such processes could institutionalize new, but unfounded, organizational network relations and assessments.

**Does CMC Influence Scientific Communication Networks?**

Because communication across institutional and geographic boundaries, and within and across disciplines, is crucial to the development of science, some attention has been focused on the extent of use of CMC systems by, and their influence on, scientific communities. Lievrouw and Carley (1991) and Newell and Sproull (1982) argue that, in spite of disciplinary, economic, and cultural constraints on this development, the traditional cycle of scientific communication (conceptualization, documentation, and popularization, with some feedback loops) may change, by increased collaboration, diffusion, and feedback through CMC networks, leading to an era of "telescience." Hiltz (1984), Hiltz and Turoff (1978), and Kerr and Hiltz (1982) have provided consistent evidence that such networks do increase in intensity, diversity, and the "stock" of ideas. Researchers who already knew more other researchers who are now on-line (a self-reported ego-network approach) were more likely to use the system more and perceive greater benefits. While this result is consistent with the critical mass studies, Hiltz interpreted this as implying the necessity for a culture of trust among possible scientific competitors.

Freeman (1980) has applied more sophisticated network methodology to this question. He tested the notion that the "backcloth" of social structure (based on network relations such as colleagues, fellow students, teacher-student pairs) is the basis for any "traffic" of communication interaction, including CMC usage. Using Q-analysis, he identified a variety of "backcloth" simplices (relations of relations), and then compared the self-reported "friend" network relations before, and 7 months after, using the nationwide computer conferencing system also studied by Hiltz (1984) and Rice (1982). The number of "friend" links and the number of dyads reporting "close friend" relations both increased. But one of these relations involved people who had never even met before, implying that use of the CMC system produced a small change in the social backcloth itself. In Freeman's 1984 study of the same set of researchers, he found that "strict awareness" relations based on a multiplex self-reported network among the CMC users were stable over three time periods but that slightly% of the null awareness relations changed to symmetric relations between time two and time three. On the basis of these studies, he concludes that "the computer, it seems, can perhaps take the place of protracted face-to-face interaction and provide the sort of social structure out of which a scientific specialty can grow" (Freeman, 1984, p. 201).

**Does CMC Change Interorganizational Networks and Structure?**

New interorganizational networks may develop that have no prior material counterpart. Under these conditions, the basis of relationships
may differ from that of material or face-to-face relations and may be particularly unstable under conditions of change by external factors. For example, interorganizational network relations changed in a longitudinal analysis of computer-monitored messaging behavior by approximately 800 members of 10 research groups using a nationwide computer conferencing system over a 24-month period, when new groups entered or left the system. Based upon the best-fitting log-linear model (the "strict reciprocity" model described in the section on "participation and reciprocity" above), and output from a noneuclidean metric multidimensional scaling program to model change in location over time, the entire system was found to recover its equilibrium after a few months of such "system shock" (Rice, 1982; Rice & Barnett, 1985).

One growing focus of organizational research is the development and management of interorganizational networks (Hepworth, 1989; Mulgan, 1991). The extension of one organization's boundaries through information networks is likely to affect both the initiating organization as well as the other organizations within a particular industry, such as through increased economies of scope, communication, and cross-organizational projects (Estrin, 1986). As Hart and Saunders (1991) note: "Networking technology bridges inter-organization units that share interdependent computing systems, and interacts with existing power structures to alter relations between organizations" (p. 6). Internally, such networks may lead to fragmentation of the information systems department, with attendant coordination problems and resulting changes in centralization. Externally, they may provide opportunities for oligopoly and price-setting, and decreased ease of entry of other organizations; consolidation, shrinkage, and process redistribution may also result as well as different forms of market segmentation and relationships among buyers, suppliers, rivals, and industry participants (Cash & Konsynski, 1985). These preliminary results and speculations seem ideally suited for testing with network analysis methods.

A wider conceptualization of such information system networks considers cross-industry networks resulting from the increasing convergence of software, computing, telecommunication, and information resources (Fombrun & Astley, 1982) as private computer networks "will allow firms to increase their span of control in geographical and market space, through more flexible technical and social divisions of labor" (Hepworth, 1989, p. 93). Hart and Rice (1988) tested resource dependency hypotheses on data measuring extent of relations (as measured by linkages varying from short-term leasing through permanent merger and acquisition) among these four industries, comparing videotex (a more complex service) versus teletext services during the 1980s. Clustering of the normalized form of these two matrices showed that, indeed, relations in the videotex industry involved more subclusters and involved more permanent linkages, as studied by permutation tests comparing hypotheses on relations with empirical relations.

A still wider approach considers international information networks, which are changing the mechanisms of control by, relationships among, and nature of the economies of transnational corporations and nations. Mulgan (1991), for example, argues that such networks should be analyzed from the perspective of control, due to its "recognition of process and structure, and its recognition that effective power, influence and achievement depend on the ability to formulate strategies and understandings, on channels of command, feedback and surveillance" (p. 8). As Braman (1991) suggests, the growing "ephemeralization," or the "replacement of space and exchange of physical materials (weapons and barriers) with information flows for national security purposes," may lead to increased "confidence in each other's actions and feelings of security in the domestic and international environments." Hepworth (1989) argues that possible changes due to intra- and interorganizational computer networks are far more complex than centralization or decentralization, noting that firms may develop less bureaucratic but larger information work structures and smaller, separate production functions, with new structures such as electronic quasi-integration (shared computer communication infrastructure), electronic franchising (licensing of database services), internationalizing, electronic subcontracting, and information-based specialization. Relational and positional analyses over time of various material and information networks would be necessary to thoroughly test such intriguing propositions.

Summary

Simple technological imperative approaches are concerned primarily with the effects of CMC systems on users and organizations, such as organizational structure and relationships with other organizations. Not only have we seen that CMC systems are not simple causal agents but even that, in the institutionalization phase, CMC systems may be embedded in a variety of other influences. Even users' attitudes toward the outcomes of CMC systems may be influenced through critical mass and social information processing. Organizational network structures may
or may not change along with implementation of CMC systems, but
such change may be less likely within single organizations, especially
if there is a long organizational history and if there is no explicit policy
of using the system to alter structure. CMC systems may or may not
reinforce prior power relations. Early adoption of a highly uncertain
organizational phenomenon may increase one’s value to other organiza-
tional members, but only if adoption is voluntary and access is equal.
The evidence implies increases in lateral and some diagonal commu-
nication, although such systems can be used to reinforce managerial-
subordinate relations. Change in structure seems more likely with in-
terorganizational and cross-industrial computer networks, as a host of
economic, political, and technological forces constrain and alter organi-
zational relationships. Invisible colleges may be facilitated by the
growth of academic CMC networks, leading to new and intense rela-
tionships that would not have occurred otherwise. In turn, researchers
and others may design these systems to support computer conferences
for their own specialties.

Conclusion

The ability of CMC systems to monitor, and even initiate, system
usage provides more accurate, larger, and longitudinal data sets. Network-
level analyses and methods are necessary to properly embed the indi-
vidual in a wider set of structural relations, many of which are often
unknown to the participants themselves. Both relational and positional
analyses provide the ability to identify how membership or role occup-
ancy supersedes individual-level attributes, though with different un-
derlying conceptualizations about what constitutes structure and roles.
CMC systems, because they facilitate human communication through
computer-based telecommunication networks, may be practically and
conceptually intertwined with group, organizational, social, and trans-
national structures. These structures affect the adoption of CMC sys-
tems, influence how network members use the system, and in turn may
be altered—even reconstituted—by users communicating through
CMC systems. Prior research has provided some examples of how CMC
research can use network perspectives, constructs, and methods to
articulate, operationalize, and test theories about these processes.
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